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The Normal (Gaussian) PDF

The PDF of a normal distribution

X(x) =
1

√
2πσ

e
−
(x− µ)2

2σ2 , E [X] = µ, Var (X) = σ2
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The Standard Normal (Gaussian) PDF

Standard Normal Distribution: N (0, 1): X(x) =
1

√
2π

e−
x2

2
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General Normal Distribution: N (µ,σ2): X(x) = 1√
2πσ

e−
(x−µ)2

2σ2
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The Normal (Gaussian) PDF

We have the random variable X ∼ N (µ,σ2). Now consider the following

random variable:

Y = aX + b , where a and b are constant

• What distribution does Y follow?

• E [Y ] = ?

• Var (Y ) = ?

Y ∼ N (aµ+ b, a2σ2)

Property: A linear function of a

normal r.v. is also a normal r.v.
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The Normal (Gaussian) PDF

We have the random variable X ∼ N (µ,σ2). Now consider the following

random variable:

Z =
X − µ

σ

• What distribution does Z follow?

• E [Z] = ?

• Var (Z) = ?

Z ∼ N (0, 1)
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The Normal (Gaussian) PDF

Given that X and Y are two independent normal random variables, and

X ∼ N (µx,σ
2
x) and Y ∼ N (µy,σ

2
y), now consider the new random variable:

W = X + Y

• What distribution does W follow?

• E [W ] = ?

• Var (W ) = ?

W ∼ N (µx + µy,σ
2
x + σ2

y)

Property: the sum of

independent normal random

variables is still normal.
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Properties of normal PDFs

Dotted line: one standard deviation away from the mean.
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The Empirical Rule

68.27%

95.45%

99.73%
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Normal Distribution in real life

• Commonly observed in many natural phenomena:
height, weight, blood pressure, chest measurements of
Scottish soldiers, etc.

- In many cases, you need to take the log value.

• Noise or Error.

- An assumption.

• Sum of many random variables.

- Only if they have equal weights.

• Sample mean.

TABLE 1: Chest measurement of Scottish soldiers

Girth Frequency

33 3

34 18

35 81

36 185

37 420

38 749

39 1, 073

40 1, 079

41 934

42 658

43 370

44 92

45 50

46 21

47 4

48 1
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Probability Calculation

a b x

X
(x
)

X ∼ N (µ,σ2)

P (a  X  b) =

 b

a
X(x) dx

=

 b

a

1
√
2πσ

e−
−(x−µ)2

2σ2 dx

The solution is non-elementary!

Note: we know P (a  X  b) = FX(b)− FX(a)

and if X ∼ N (µ,σ2), then X−µ
σ ∼ N (0, 1).

Pre-computed table to the rescue!
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Examples of the Standard Normal Table
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Example: Exam Scores

µ = 100, σ2 = 152

40 60 80 100 120 140 160
0
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Score

P
ro
b
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d
en
si
ty

P (X  140) = ?

P (130  X  140) = ?

Z =
X − µ

σ
=

140− 100

15
= 2.67

Z =
X − µ

σ
=

130− 100

15
= 2
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A Historical Fact About The First Standard Normal Table

 x

0
e−t2dt = F (x) = x−

x3

1!3
+

x5

2!5
−

x7

3!7
+

x9

4!9
− · · ·

 ∞

x
e−t2dt = G(x) =

1

x
−

1

2x3
+

1 · 3
4x5

−
1 · 3 · 5
8x7

+
1 · 3 · 5 · 7

16x9
− · · ·

• Large gaps between F (x) and G(x)

• First computed by the French astronomer Christian Kramp in 1799.

• Analyse des Réfractions Astronomiques et Terrestres (Analysis of Astronomical

and Terrestrial Refractions)
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The Table by Christian Kramp
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Probability Mass/Density Function (PMF/PDF)

Sample Space Ω

ω1

ω2

ω3

ω4

ω5

x

x1

x2

x3

x4

Random variable X

X(ω1 = x1)

X(ω2 = x2)

X(ω3 = x3)

X(ω4 = x4)

X(ω5 = x4)

PMF X or PDF X

X(x1) or X(x1)

X(x2) or X(x2)

X(x3) or X(x3)

X(x4) or X(x4)

p1

d1

p2

d2

p3

d3

p4

d4
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