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Multiple Measurements & Measurement Errors

• Ptolemy: picked the value that fits the theory

• Tycho Brahe: introduced the technique of repeating and combining observations,

but how ? - Not sure.

• Galileo: the measurement errors deserved a systematic and scientific treatment
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Repeated Experiments Or Not?

Robert Boyle (the president of the Royal Society), circa 1660:

... experiments ought to be estimated by their value, not their number; ... a single

experiment ... may as well deserve an entire treatise ... As one of those large and

orient pearls ... may outvalue a very great number of those little ... pearls, that are to

be bought by the ounce ...
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Galileo’s Summary

1. The observations are distributed symmetrically about the true value; that is,

the errors are distributed symmetrically about zero.

2. Small errors occur more frequently than large errors.
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Examples of The Error Curves
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The Error Curve

• The true location of a heavenly body is m

• We have n independent measurements (X1,X2,X3, · · · ,Xn) on the same

heavenly body

• The measurements have errors Ei = Xi −m

• The errors have a pattern fE(ε)

• We know that fE(ε) = fE(−ε) and f ′
E(ε) = −f ′

E(−ε)

We want to figure out fE(ε)
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Using The MLE

We write out the likelihood function:

L(m; ε1, ε2, · · · , εn) = f(ε1, ε2, · · · , εn;m) =

n󰁜

i=1

fE(εi)

We convert it to the log-likelihood function:

ℓ =

n󰁛

i=1

ln fE(εi)

We take the derivate with respect to ε, and let it be 0:

dℓ

dε
=

n󰁛

i=1

f ′
E(εi)

fE(εi)
= 0
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The Arithmetic Mean
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The Gaussian Integral
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MLE For Parameters of Normal Distributions

Practice: Compute the MLE for µ and σ2 of a normal distribution based on the observation

x1, x2, x3, ..., xn.

1. θ : µ,σ2

2. Ω : {(µ,σ2) | µ ∈ (−∞,+∞),σ2 󰃍 0}

3. X(x) =
1

√
2πσ

e
− (x−µ)2

2σ2

4. L = f(x1, x2, x3, ..., xn;µ,σ
2) =

󰁔n
i=1

1√
2πσ

e
− (xi−µ)2

2σ2 =
󰀓

1√
2πσ

󰀔n

· e−
󰁓n

i=1(xi−µ)2

2σ2

ℓ = −n ln
√
2π − n lnσ −

󰁓n
i=1(xi − µ)2

2σ2

µ̂ = X̄, σ̂2 =
1

n

n󰁛

i=1

(Xi − X̄)2 ; µ̂ = x̄, σ̂2 =
1

n

n󰁛

i=1

(xi − x̄)2
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Why n − 1, part 2

Unbiased Variance Estimator

σ̂2 =
n

n− 1
·
1

n

n󰁛

i=1

(Xi − X̄)2 =
1

n− 1

n󰁛

i=1

(Xi − X̄)2

Bessel’s Correction - Friedrich Bessel
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