Recap 1: Probability axioms

1. Nonnegativity: P(A) >0
2. Normalisation: P (2) =1
3. Additivity: if AN B =), then P(AUB) =P (A) +P(B)

Extended version of Axiom 3 - countable additivity axiom:

If a sequence of events Ay, As, As, --- are disjoint, then

P(AJUA UA3U--) =P (A1) + P(A2) + P (A3) + -
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Recap 2: Discrete/Continuous Uniform Law

Q = { HHHH, HHHT, HHTH, HTHH, .
THHH, HHTT, HTHT, THHT, 0 ’
THTH, TTHH, HTTH, TTTH,

TTHT, THTT, HTTT, TTTT }

A = { HHHH, TTTT
{ : } Q={(z,y) |2 +y* <1}
4 A={(zy)lz+y<1}
}P’(A):ratioofcounts:@:E _ %-w-12+%
P(A) = ratio of area = —
-
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Conditional probability

A ={ Team a wins }
P(A) =7

B = { key players from Team a injured }
Konwing B, P(A) = ?

3/9



LK-99 Room Temperature Ambient Pressure Superconductivity

Will the LK-99 room temp, ambient pressure superconductivity
pre-print replicate before 2025?

° Quantum Observer a 5055 closes 2025

36% chance D W

1 1
Mon31  August




Conditional probability

Conditional probabilities are just like normal probabilities in
a different universe or sample space.



Conditional probability

Sample space (£2) P (AN B)
P(A|B) = @ ) #0
¥ P(B|A) = FANB) A)#0
B P(A)

P (A|B) = the probability of A, given
that B has occurred
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Conditional version of the axioms

Serrile GreEa (@) Conditional version of probability axioms:

1. Conditional nonnegativity: P (A|C) > 0
C 2. Conditional normalisation: P (2|C) =1
3. Conditional additivity:

If ANB|C =0, then
12 P(AUB|C) = P(A|C) + P (B|C)
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SET ]

Experiment: flipping a fair coin three times.

Sample space Q: { HHH, HHT, HTH, THH, HTT, THT, TTH, TTT }

{ the first flip is H }
{ the second flipis T }
{ exactly two Hs }

P(B|A) = ?
P(C|B) =?

A
B
C

7/9



Example 2

Experiment: using a virus detection kit on a person

- It is known that there are 0.5% people in general that carry the virus V.. A company
has a kit to detect this specific virus. It is known that if a person does carry the virus,
there are 99% of the chance that the kit will show a positive result; if a person does

not carry the virus, there are 98% of the chance that the kit will show a negative result.

P(ANB)=7
A = { the person carries the virus } PEB) ! )
B = { the test result is positive } [P(A|B_) : )
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The False Positive Puzzle

THE KURDISH
TRAGEDY

pages 16and 502

The
conomist “Getting the goat” in the Finance and economics

TR i = < section from the Feb 20th 1999 edition of The
Economist magazine

« The false-positive puzzle. You are given the following information. (a) In
random testing, you test positive for a disease. (b) In 5% of cases, this test shows
positive even when the subject does not have the disease. (c) In the population at
large, one person in 1,000 has the disease. What is the probability that you have
the disease?

Nearly everyone replies: 95%. This is not quite right. The answer is 2%. To see
why, consider a population of 1,000 people. Of these, on average, one will have
the disease, but so others will also test positive, Of those who test positive,
therefore, only one in 51, about 2%, will turn out to have the disease. The key is to
see that the information in (c) is crucial. Most people think it irrelevant: the test
is “95% reliable”, and that's that. Try this one on doctors. It deflates their egos
wonderfully: they do hardly any better than laymen. In a study carried out in the
1970s, 80% of those questioned at a leading American hospital gave the wrong
answer, most of them saying 95%.
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